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ABSTRACT 

 

This work makes a systematic classification and description of digital 

techniques applied to the study of data produced by users in social media. The 

institutional actors that produce and promote them are identified, the available 

tools and their scope are evaluated, and examples of studies that use them are 

presented. The techniques are classified according to the place they occupy in 

a research sequence formed by four stages: data collection, cleaning, 

processing and visualization. It focuses on both textual and image processing techniques. In the 

first case it addresses textual analytics, network analysis and sentiment analysis, while in the 

second case it focuses on the visual analysis of photographs and online video. The quantitative 

analysis of reactions, such as likes and shares, is also addressed. In the conclusions a critical 

evaluation of its scopes is carried out, among which are its effectiveness for the appreciation of 

extensive data sets produced in the dynamic and fluid context of social media, and the possibility 

of identifying patterns and recurrences in them. 

 

 

 

RESUMEN 

 
Este trabajo efectúa una clasificación y una descripción sistemática de las 

técnicas digitales aplicadas al estudio de datos producidos por usuarios en 

redes sociodigitales. Se identifican los actores institucionales que las producen 

y promueven, se evalúan las herramientas disponibles y su ámbito de 

aplicación, y se presentan ejemplos de estudios que las utilizan. Se clasifican 

las técnicas en función del lugar que ocupan en una secuencia de investigación 

formada por cuatro etapas: recolección, limpieza, procesamiento y 

visualización de datos. Asimismo, se enfoca tanto en técnicas de procesamiento 

de textos como de imágenes; en el primer caso se aborda el análisis cuantitativo de contenidos, 

el análisis de redes y el análisis de sentimientos, mientras que en el segundo caso se centra en la 

analítica visual de fotografías y video en línea. También se incluye el análisis cuantitativo de 

reacciones, como likes y compartidos. En las conclusiones se evalúan de manera crítica los 

alcances de este estudio, dentro de los que se encuentran: su eficacia para la apreciación de 

conjuntos extensos de datos producidos en el contexto dinámico y fluido de las redes 

sociodigitales, y la posibilidad de identificar patrones y recurrencias dentro de estos. 
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Introduction 

Over the last decade, there has been a strong concern for the use of contents generated 

by users of socio-digital networks for social research. This has underscored its dual role: 

on the one hand, they comprise a primary source that enables the study of trends made 

by public opinion, generally, through different social platforms, in addition to the fact 

that they enable the understanding of the complex logic of social platforms as a new 

means of communication (Rogers, 2009). 

In this context, several research programs arise, within which the initiative 

of digital methods (Rogers, 2013, 2019) and the initiative to study software 

(Manovich, 2016) stand out. Both initiatives focus on the study of digital objects 

using digital methods; therefore, they are located at the intersection between media 

studies and IT sciences. 

In relation with previous analysis about digital practice and environments, 

such as digital ethnography (Hine, 2004; 2015), these methodologies have changed 

the focus of study of users’ practices to the objects they produce (Marres, 2017). In 

addition to this movement, digital methods assume the incorporation of new research 

concepts, skills, and techniques. To Rogers (2009), studying digital objects 

generated in the web ought to be done by using digital methods and techniques 

related to the logic of the digital environment, therefore, a change in method needs 

a change in techniques.  

Implementing digital techniques for social research and movement from the 

practice to objects does not only represent a change in procedures, but it also means, 

on the one hand, the likelihood to understand the logic of social platforms and the 

manner they model public expression and current culture (Nieborg & Poell, 2018) and, 

on the other hand, the opportunity to understand transformations produced by technical 

innovations inside social sciences as they assume the challenges of study and 

understanding of new digital objects. To social, non-academic disciplines, such as 

marketing, application of digital techniques to analyze data is not new. Analytical 

techniques model likes, decisions and online consumption, therefore, it is necessary 

for academic research to adopt new inputs that enable understanding these new 

sociocultural trends. 

This work makes a systemic classification and description of digital techniques 

applied to the study of data produced by users of socio-digital networks, and evaluates 

available tools and their field of application. We will consider digital techniques as ways 

to do, such as digital tools or software for studying digital objects, whether they are 

generated by the web or that are initially analogic and then digitalized (Rogers, 2015). 

We classified the techniques per function in the research process to gather, process and 

analyze data. 
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Opening the black box of digital techniques 

With the purpose of having a heterogeneous and dynamic program systematized, it 

is important to make a distinction between techniques and tools. Scientific research 

tools are procedures validated by practice, generally oriented to obtaining and 

transforming useful information to solve problems related to the knowledge of 

scientific discipline (Rojas, 2011); these operate at a conceptual level, while tools 

work at a concrete level. 

In respect to digital techniques, software is the instrument or tool of technique. 

Tools are software programs, algorithms developed by one person or a group of 

people; they are available to the public or in private, they depend on the context of use 

or application. Furthermore, techniques may be more stable than tools. A tool may 

disappear, but another one may substitute it. Generally, there is more than one tool for 

a technique. Selecting the most proper one should answer to a set of parameters among 

which is the field of development, the type of licensing, complexity of the interface, 

among others. 

As they are based on writing complex algorithms which escape the 

knowledge of social scientists, digital tools are black boxes: devices that process 

input information and produce output information, whose operation is unknown 

(Latour, 1992). If, as social researchers, we elect to use them, it is necessary to 

delegate scientific practices to third parties, whether they be algorithms, web 

interfaces, software or human programmers; for this reason, Marres & Gerlitz (2016) 

dub them as interface methods. 

Currently, a number of different social actors take part in the production of 

digital tools to analyze data; not all of them, but a significant number, are members of 

academic communities. There are tools from marketing, data sciences or, even, 

developed by social platforms that may be used for social research. On the contrary, 

there are undertakings of academic origin that have turned into entrepreneurial 

organizations, such as the data visualization package Tableau, a commercial detachment 

of a research performed by Stanford University (Solomon, 2016). 

These production conditions distinguish digital research from usually used 

methods for social sciences, where the researcher is the person who designs his/her 

data collection and analysis instruments. A result of this opening is that part of the 

research has to be delegated to an artifact built by third parties. Rogers (2009) dubs 

the use of tools for academic purposes, which have not been especially designed for 

research, as reorientation or repurposing. We ought to consider that the less the 

technological knowledge is demanded by the tool, the greater the knowledge we will 

delegate to it. 
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In view of the change of social and humanistic studies towards digital and 

digitalized objects, different university research centers (some of which have renewed 

their names as Media Lab or media laboratories) have developed collection, analysis and 

data visualization instruments. These were made, to a greater or lesser extent, available 

to academic communities. Some of these tools gather, process and visualize data, and 

deliver a finished product that combines with three technique types; there are others which 

deliver data and metadata in plane formats. Afterwards, researchers shall have to use 

different techniques and instruments to organize the data for meaning and to answer their 

research questions. 

Social research digital techniques have been thoroughly used in English 

literature. Textual mining systematizations of Moreno & Redondo (2016) stand out, data 

analytics systematizations of Gandomi & Haider (2015) and the handbook of online 

research methods edited by Fielding, Lee & Blank (2016); however, literature in Spanish 

is scarce. This work is a contribution in that sense, as it analyzes techniques related to 

their role in the research process. 

 

Typology of digital techniques 

At the heterogeneous and changing scenario where techniques and tools are presented, 

it is not about renouncing to categorization, but to work on a number of manners to 

instrumentally classify digital techniques. In this case, we will focus on the role of 

research process techniques, but there are other possibilities: in accordance with the 

materiality of the digital object, the features of the software to be used and the object as 

part of a platform. Figure 1 organizes this information, in accordance to the place of a 

research sequence made by four sequential stages which include data collection, 

cleaning, processing and visualization. 
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Figure 1. Classification of digital techniques 

 
Source: developed by the author. 

Scraping as a data collection technique 

Scraping is a specific technique of the digital media which enables automatic online data 

collection. This is one of the most representative techniques of current digital methods, 

as it enables research based on date in the digital media (Marres & Weltevrede, 2013). 

With this technique hard data are recovered, although they are structured in a website 

they were part of originally, they would need to be organized again so that they may be 

read and interpreted and become relevant information for the research (Carvajal, 2013). 

By means of executing a software developed for this purpose, and from the purpose of 

this study, we are able to recover different data types: from those in a PDF report to pour 

them into a spreadsheet, a set of images posted in a social network, tweets written on an 

occurrence or metadata of a set of videos stored in YouTube. 

There are three types of scraping: screen and interface scraping, crawler scraping 

and API scraping (Elmer, 2015). The first one is the oldest; this is an automatic method 

used to extract data that have been designed to be primarily seen by humans. The 

program reads the screen and simulates a human being, and collects interesting data in a 
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list that may be processed automatically (Fulton, 2014). It is based on data extraction 

from the HTML code visualized on the user interfaces, which means that the data are 

formatted and personalized for specific users. 

A screen scraping example is the Bulk Media Downloader extension, a 

supplement mounted on the Firefox browser. After it has been installed, the user may 

download all the contents he/she sees on screen and store them in his/her computer. But, 

since searches in social platforms and websites are personalized, which the user collects, 

they are biased by his/her experience. 

Crawler scraping extracts the structure of a website, in addition to data that may 

be contained by databases associated to the site. The third type of scraping, usually the 

most used, is based on application programming interface inquiries, known as API 

(Application Programming Interfaces). In this case, data are structured in a database as 

a function of the interests of the platforms they are stored in. For this reason, we have to 

use API; they consist of a set of algorithms, functions and procedures offered by a 

platform to be used by another software that will request information. They are a central 

tool in the process, as they represent communication capability between the database of 

the platform providing the information and the collection program. 

If the platform does not enable its API to collect information, we will not be able 

to obtain its data, unless it is done through it. Generally, platforms enable their API for 

independent developers to create new applications for data, but not to extract information 

with the purpose of analyzing it, for example, Facebook enables its API for the creation 

of videogames, surveys, and advertising and marketing applications, but not for 

exporting data. 

 

Cleaning the database 

Cleaning the database is an intermediate stage between data collection and processing. 

This implies time and effort, but it is the basis to obtain a corpus that may be managed 

and visualized correctly. A clean database has a clear, reliable and well organized data 

structure, in such a way that a brief exploration will make sense (Wickham, 2014). 

Data structure corresponds to a semantic organization. In a clean database, each 

column is a variable, each row is a remark containing one or more values, usually made 

up by numbers or words, and each set of remarks is a table. The order of a database is 

not part of its structure, but exploring data before processing them is made easier. The 

standard order, first off, places fixed variables and, secondly, numerical variables; 

related variables shall be placed next to each other and the rows may be ordered for the 

first variable. 
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There are common problems to clean the databases that may be solved with the 

usual data storage programs or with a specialized software. Open Refine (free on 

Google), is mostly used in this category. 

 

Processing techniques: data analytics 

Once we have captured the data, we have to process them to produce meaning. Data 

science names techniques used to produce meaning to captured information as analytic 

(Gandomi & Haider, 2015). Other authors in the same field prefer the term data mining 

(Han, Kamber & Pei, 2011). Both concepts include the analysis of any type of databases, 

for example, governmental, commercial, entrepreneurial, and academic. Although they 

did not originate in the field, these denominations have been adopted by social research. 

In accordance with the data type in question, they are classified as textual, audio, image, 

video, social networks and predictive analytics. 

a) Textual analytic technique 

The denomination of textual analytic or textual mining arises from computer science and 

it is a derivative of the data mining concept. From data science, Gandomi & Haider 

(2015) and Moreno & Redondo (2016) defend it as the discovery of new information 

automatically extracted from different written sources. In order to carry out this process, 

programs and algorithms are employed to make several operations on the texts, which 

the authors call textual analytic techniques. This procedure is described as a 

transformation of unstructured and qualitative information to structured and quantitative 

information. The development of natural language processing has had an advance in the 

past few years, and the content produced by users of networks is an area of special 

interest for its study. 

Specialized literature mentions among the main techniques: information 

extraction, text summary, answers to questions made in natural language (Gandomi & 

Haider, 2015), contents analysis (Popping, 2016), sentiment analysis (Paltoglou & 

Thelwall, 2012) and visual data mining (Moreno & Redondo, 2016). From these, the 

latter three are employed in the analysis of objects produced in social platforms.  

Popping (2016) defines content analysis as the reduction of an unstructured and 

qualitative text flow to a set of manageable and quantitative symbols for a valid text 

reference towards its context. Generally, these symbols represent values of presence, 

intensity and frequency. One of the basic forms of content analysis is the one that 

analyzes how often a word appears in a text (Robichaud & Blevins, 2011), and it is 

mostly used in studies based on data. Word count is a simple technique, but it seems to 

provide relevant results in the case of analyzing textual objects of the social web. This 
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may be due to the fact that posts in social networks usually are short, plain and lack 

discursive complexities (Paltoglou & Thelwall, 2012). Underwood (2013) considers that 

this technique is plain and effective; although it is centered in the most simple unit of 

language, the word, this is, per se, a sufficiently complex linguistic element. 

Moreno & Redondo (2016) emphasize on the capability of visual mining to 

place large volumes of data in a visual hierarchy, a map or a chart, which may be 

inspected in an interactive mode. This may be useful to explore a large number of 

documents and relations between subjects and topics. Examples of this category include 

word clouds, subject tree diagrams, or word networks. In this sense, this category is not 

completely autonomous, as this is the visual expression of another type of textual 

mining: word clouds visually present the analysis of word frequency, just as topic trees 

present the analysis of related topics, and network charts imply an expression of at least 

two entities which establish a relationship between each other. 

Voyant-Tools1 is one of the most famous visual mining tools. It has been 

developed since 2003 by Stefan Sinclair and Geoffrey Rockwell (of the University of 

Alberta and McGill, respectively); it is free and of a free code. It is oriented for academic 

analysis in the field of digital humanities (Voyant Tools, 2018). Over the years, it has 

incorporated new modules whose functionalities make the initial word frequency 

analysis complex. The current full environment includes the analysis of topics, network 

charts and bubbles, phrase analysis, among other applications. 

The tool has begun to be used in different social research areas, not only in the 

area corresponding to the analysis of social media. In the economy area, for example, 

Campos-Vazquez & Lopez Araiza (2018) use it to compare a set of words that are 

frequently used, which are extracted from articles published in the main issues of 

economy in Mexico, which contain concepts used by a group of economists interviewed 

on the priorities of the research of Mexican economy (see figure 2). 

In the area of knowledge management, Cortes (2018) uses this to make a 

comparative examination of the phrases of the mission of a number of universities 

worldwide. From digital humanities, Lacalle & Vilar (2019) apply it to a corpus of 

academic issues on literature with the purpose of identifying mostly studied topics. 

Regarding social media analysis, Sued (2018) uses it to identify semantic networks 

among the most frequent words used for the description of a set of photographs posted 

in Instagram. 

Paltoglou & Thelwall (2012) call sentiment analysis to the automatic process 

which determines whether a textual segment contains emotional or subjective 

expressions, whether there is positive or negative polarity. It was created in the 1990s to 

process the evaluations made by customers and critics regarding online product sales, it 
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became more important over the past few years, from the interest in analyzing contents 

published in blogs and social networks.  

Figure 2. Comparison between most frequently used words in academic articles and by 

inquired economists. 

 

Source: Campos-Vázquez and López-Araiza (2018). Image reproduced with permission of the author and 

publisher. 

In the context of social platforms, sentiment analysis is oriented to identify 

whether the interactions contain expressions regarding the state of mind and whether 

they express positive (such as enthusiasm or joy) or negative sentiments (such as 

disagreement or irony). It is based on lexical classifiers which estimate the level of 

emotional valence in order to make a prediction. Classifiers are stored in dictionaries 

that may be produced automatically or created by users. The software may read texts 

and uses an algorithm to produce an estimated dimension of the content of sentiments. 

The main problem of its application on social network contents is that 

interactions, mainly on political and controversial topics, usually contain irony and 

sarcasm. These forms are not so easily identified by algorithms (Thelwall, 2017); 

therefore, uncontrolled use may give incorrect results. Another problem lies in 

recognizing language, as most of them are developed for the English language, which 

poses a problem to automatic recognition of Spanish structures and of other languages. 
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b) Visual network analysis 

Visualizing and interpreting phenomena as networks is part of current digital cultures, 

structured as interaction spaces where the information is flowing and compared with no 

order or apparent hierarchies. The general research strategy designed on the basis of 

network structures is called visual network analysis (VNA). The network charts disclose 

relationships among the elements which apparently are dispersed (Venturini, Jacomy & 

Pereira, 2015). 

VNA is centered in two essential items: nodes and edges. The former are 

interrelated entities; the latter are elements that build relations. In addition, they may be 

characterized per weight or relevance in the network. Nodes establish more relations 

with the others, for example, the most tweeted by others may be seen bigger, whereas 

the edges, such as retweeted tweets may be seen thicker (Goldbeck, 2013). 

Venturini, Jacomy & Pereira have identified three basic elements for interpreting 

network charts, the position of nodes, size and color. This location is assigned by one of 

the specialization algorithms included in the user interface. The more commonly used 

ones are those of the force-vector, which give rise to nodes with more connections 

organizing the nodes in the space and minimize edge crossing, and it places them close 

to the nodes with more connections among them, and those disconnected are placed in 

the peripheral section. Thus, most of the charts will disclose an area where many nodes 

are assembled and there are others almost empty. Proximity and remoteness that build 

unequal density areas are disclosed automatically by specialization algorithms. 

Network clusters are the biggest agglomeration areas. Spatializations 

opposite to clusters are called structural holes; their presence is an indication of 

disconnection among clusters, while their absence may be interpreted as a sign of an 

opposition. The cluster size is defined in accordance with the number of nodes it 

contains, and its density is from the number of edges linking the nodes. The denser 

a cluster is, the more consistency among its members. Clusters are tight when there 

are many edges and are looser when there are few of them; in the latter, what is 

interesting is not what joins the nodes, but what separates tight clusters and adds 

distance among them. In addition to clusters, nodes and edges may also be of a 

different size; this depends on the number of edges they generate or receive; the 

largest are dubbed as “authorities” of the network. 

Colors are node classification operations, communities, clusters or groups 

among nodes that may be found in a network, which is determined by the modularity 

algorithm. The closer the modularity coefficient is to 1, the more community structures 

are contained in the network (Blonder et al., 2008). There are various algorithms 

embedded in Gephi’s interface measuring the relationship between the nodes and the 

links; here, we have suggested the essentials to produce and interpret network charts. 
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In the survey of Twitter, VNA has been specifically used to model 

conversations between users through retweets and mentions, the former are considered 

as nodes and the latter as edges. As the centrality algorithm is applied central users of 

the network are identified, who may be both those who tweet more and those who are 

mostly retweeted. 

VNA makes visible who has more conversations on the networks, how much 

they do and with whom; it does not identify the topic of the conversation. If the 

discussion derives into a dispute of senses and have an influence on media agendas, it is 

necessary to know, not only who exerts such influence and in what direction it is spread, 

but also what feelings are created. 

In the survey on social platforms, several case studies have used VNA. In the 

traditional social survey, it has been applied to the study of non-virtual social 

movements, and then, it was incorporated to online movements. Tremayne (2014) 

analyzes the Occupy Wall Street movement which took place in New York in 2011. In 

Mexico, Monterde et al. (2015) have applied it to the #yosoy132 (I am 132) Mexican 

case; Reguillo (2017) uses it to make a reflection on 2.0 social movements; Pedraza & 

Cano (2019) use it to map female organizations from data collected on Facebook; with 

the novelty format of the media lab, ITESO’s Signa_Lab2 uses it to study public 

conversation on topics related to the political situation. 

Another way to implement VNA is to apply it to concurrent hashtags (this is 

when two or more hashtags are in the same publication). It is understood that these are 

macro terms that crystalize or synthesize discourse; the analysis of networks is 

combined, in this case, with the textual analysis of content, and a component is included 

to enable the collection of a variety of topics that are dealt with in a set of publications 

(Borra & Rieder, 2014). 

Using concurrent hashtags is more customary in Instagram than on Twitter. Sued 

(2018) uses it to map a network of hashtags associated to a set of 400 photographs of 

Mexico City published in Instagram, which enabled the determination of different 

thematic clusters for the images (figure 3) by means of concurrence. 

c) Visual analytic techniques 

In spite of the fact that social platforms are full of images, visual culture has not been 

the central object of digital study, especially on what is done when experimenting and 

disseminating technologies related with the study of themes and style linked to platforms 

(Highfield & Leaver, 2016). 

The visual analytic concept, renamed by Manovich (2009) as cultural analytic, 

refers to the study of images created and uploaded by individuals on shared photography 
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platforms such as Instagram, Flickr, Pinterest, Tumblr and even Facebook and Twitter 

(Niederer & Taudin, 2015). Massive publication of images occurring on these platforms 

represents a change of scale in contemporary visual culture and resignification both of 

the concept of photography and its production, circulation and consumption modes 

(Fontcuberta, 2011). Visual analytic studies static and dynamic, always at a great scale. 

The number of objects studied is important because this enable identification of patterns 

and regularities more easily. 

Figure 3. Network of co-hashtags in #cdmx 

 

Source: Sued (2018). Note: clusters by color. Light green: global cities. Pink: fashion, lifestyles, art and 

decoration. Dark green: urban art, graffiti and local tourism. Sky-blue: food and drinks. Orange: global 

Instagram tourism, travel and collectives. Turquoise: local tourism and local Instagram groups. 
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The image processing program Image-J is the instrument used by the 

technical phase of cultural analytic. Image-J is an open code application and was 

developed by the U.S. National Institute of Health, readapted for use in the field of 

digital humanities and the study of media by means of the Image Plot extension. The 

program works in two phases: in the former, it measures brightness, saturation and 

hue of images; in the latter, it reconstructs images as an assembly or collage, which 

changes them into miniatures and organizes them in accordance to measure or 

variable chosen by the user.3 

Aesthetic patters of color, brightness and saturation may be identified in these 

assemblies or collages, although there are manners to make assemblies in accordance 

with previously determined content categories, the scopes of the proposal are limited to 

identifying aesthetic patters and, occasionally, temporary. There are other easier to use 

tools that may provide similar benefits, for example Image Sorter.4 

There is a paradigmatic article on the use of cultural analytic in the study of 

social media written by Hochman & Manovich (2013), where the visual values are 

compared of millions of pictures of thirteen cities, published on the Instagram platform. 

A more recent study is that of Pearce et al. (2018), who employ multi-platforms in their 

analysis of the content created by users on climate change. 

Figure 4 shows a photograph assembly created by using the Image Sorter tool 

(Berthel, 2006), consisting of 1,203 images collected from the hashtag #parisagreement 

of Instagram. In the assembly, the images are organized per color, which enables the 

researcher to identify homogeneous clusters; for example, the group of white images 

represents scientific images, whereas the group where the red color is predominant 

represents empirical research images which alert about the dangers of climate change. 

Larger size images are mostly shared in several platforms. 

In addition to visual analytic, Rose (2016) mentioned another relevant technique 

to analyze a large number of images: contained visual analysis, with a quantitative basis 

originally developed for studying verbal text. This consists of the quantification of a 

universe of photographs that may be classified in categories from a manual labeling 

procedure, where the analyst is the person who determines, in accordance with his/her 

research questions, the relevant categories, and then he/she is in charge of labeling and 

recording the procedure in a file which, in a second stage, may be presented as a clear 

analysis of category frequency. 

Progress of the last three years in the field of computer vision has enabled the 

development and commercialization of automatic classification programs of contents 

(Sightengine, 2018). The purpose hereof is that computers may understand the world as 

they extract useful information from digital signals to perform complex reasoning 

(Wang, Komodakis & Paragios, 2013). Computer vision systems applied to image 
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recognition are based on algorithms that employ the deep-learning technique for image 

recognition. Three main technological companies such as Google, Amazon and 

Microsoft have developed the Vision APIS application of free access for a limited time 

and use; however, managing the interface is still complex for large data collection 

(Vitale, 2015). 

Figure 4. Photograph assembly: 1,203 images published in Instagram, #parisagreement 

 
Source: Pearce et al. (2018). (Image design: Federica Bardelli, Carlo de Gaetano and Michele Mauri, 

reproduced with permission of the authors and publishers). 

Online video analysis is an interesting possibility to understand participatory 

culture and the links with social and cultural practice, mainly because the YouTube API 

is available for the collection of information, which makes it possible to perform a data 

and metadata analytic. This is a work where the participatory culture that is built on this 

platform is analyzed quantitatively and qualitatively. Burgess & Green (2018) have 

designed a mixed methodology for the online video. The authors make a distant reading 

based on a corpus of 4,320 videos collected during three months in 2007. 
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The methodology does not consist in watching the videos one after the other as 

a close reading, on the contrary, the proposal lies in the construction of a database with 

video metadata. From this analysis, the authors make an interpretation of the practice of 

participatory cultures in YouTube, and set their eyes on the categorization of video 

producers, as well as on the different manners on how users express their reactions to 

them, and make a distinction between the actions of watching, commenting on and 

sharing a video. 

d) Reaction metrics 

Reaction metrics are defined as the way to measure how a publication on social platforms 

is received and put on circulation. They are based on reception indicators of users, such 

as likes, comments, shares, clicks to a web address, or the number of visualizations of 

content. These objects are generally presented with a numerical value that may be linked 

to an affective reaction (as is the case of Facebook) and, therefore, receives a quantitative 

treatment that answers to the logic of selecting publications from the platforms; here, it 

would not be relevant to ask about who saw or made comments on a specific content, 

but how many persons saw it, how many liked it, or how many times it was shared. 

Marketing literature and digital businesses refers to reactions with the 

English term engagement, which, in these areas, is not so much a sign of user 

commitment as a sign of success of an online communication strategy. In this sense, 

the top commitment implies that the user gets involved in the publication in such a 

manner that it affects his/her life offline; for example, that he/she decides to visit a 

tourist site from the images he/she saw in a social network; and the minimum level 

is that he/she has only seen the picture. 

Research of digital methods understands that reaction metrics is valuable to 

understand the interactions of social media, but it proposes a reorientation which consists 

of identifying what the level of interest is regarding the use on a specific topic and how 

this interest is expressed and constructed in terms of conversations and connections 

among users. 

Rogers (2018) emphasizes on the social productivity aspect of networks in 

relation with the construction of networks of influence that justify the need to study them 

in terms of engagement. In line with a general proposal of digital methods, publication 

of social contents as a space where different social issues are expressed, is understood. 

This aspect is stressed in the use of networks for social activism as they have an influence 

on agendas or, in political terms, with an effect on citizens’ thinking. 

Gerlitz & Helmond (2013) have made an analysis on reactions from symbolic 

exchanges occurring among users and platforms which lead them to formulate an 

economy of the word like; while for the former the word like has an emotional value, to 
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the latter, this shows a commercial value in the subject of marketing and personalized 

consumption. Therefore, platforms encourage the use of like. In accordance with the 

logic of economy, publication strategies of users are oriented to attain visibility and 

reactions, as an operation which is reproduced in social platforms.  

The number of reactions from a post may be gathered by means of the API 

scraping technique or, if it is about a digital object such as a newspaper article in 

circulation in social networks, social monitoring tools may be used; for example, 

Crowdtangle5 allows reactions to be monitored of links in circulation in Facebook and 

Twitter. 

Data visualization techniques 

The production of visualization consists in coding information in a set of basic elements 

such as size, form, color and position of every item included (Cairo, 2018). The author 

identifies three basic visualization elements: a framework, one or more visual 

codifications and annotations. Visual codifications are the most important elements and 

also the most difficult to use, they may be: height and width of the elements, their 

position, colors and hue variations, area, line thickness, among others.  

For purposes of the techniques under review in this article we may consider that 

the processing and visualization stages are combined in several of them. This is what 

happens with word clouds produced by text mining, with photograph assemblies 

resulting from the visual analytic and with graphics made by using VNA. In other cases, 

there is a software to visualize data, generally of a quantitative nature (but not 

exclusively) in the form of charts. There are different types of charts: bar, lines, pie, area, 

Gantt diagrams, among others. Maps which include extra-geographical information and 

produced for specific purposes are also considered as charts. 

There are several tools at hand to prepare charts. Generally, they may be 

developed by means of common calculation template chart tools. In addition, the 

Tableau Software6 commercial package is frequently used, as well as the RawGraphs,7 

application designed by Density Design Lab of the Polytechnic of Milan; it works online, 

it is an open code, free and employed in the educational field. It combines standard chart 

types with the style based on their graphic design. 

Another academic venture is Wrangler,8 designed by the visualization group of 

Stanford University, used in the newspaper data area; it is also available online, it is not 

an open code and gives rise to a commercial visualization venture called Trifacta. 

Regarding the production of charts based in models, the Draw.io9 extension for browsers 

is free and simple to use.  
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Conclusions. Scope and limitations of digital techniques 

A repertoire of digital techniques was reviewed in this article for the study of contents 

generated by users of socio-digital networks. Taken for their production, different fields, 

academic and non-academic actors have developed techniques and tools to process data 

produced in these networks. If the techniques and tools are the result of digital marketing 

or the entrepreneurial environment, they may be reoriented towards academic research.  

In the opposite direction, the digital tools generated at the university may be 

installed afterwards in extra-academic contexts; however, being software its comprising 

materiality, it is necessary to know that these tools work as black boxes: on the one hand, 

the researcher, who is not the creator but the user, delegates part of the knowledge about 

the operation and, on the other hand, he/she must be limited to process the information 

collected by the tool. 

Digital techniques receive different classification modes: in accordance with 

the place they have in the research process, in collection techniques, cleanliness, 

processing and visualization; in addition, they may be distinguished in accordance with 

the type of object to be analyzed: text, image, video or reactions. In the information 

collection stage, the scraping technique allows the collection and structure of a set of 

unstructured data and to make a corpus of objects that may then be processed by using 

one or more techniques.  

As information is processed, in accordance with the literature under analysis 

and the cases considered as examples for the use in this work, digital techniques 

presented herein are efficient to explore extensive sets of data in a quantitative 

manner. These techniques are necessary to make variations and recurrences of visible 

data sets, they enable identification of patterns and trends and, an interpretation may 

be given to them. 

If the basic function of a technique is to operate on a set of data to extract 

information from them, the techniques presented herein are efficient, although not all of 

them have the same capacity of access and use. From those presented herein, textual 

mining and textual analytic techniques may be used by means of simple use tools which 

do not need further training for researchers; others, such as visual analysis of networks 

or computer vision, require of specific training in the first case, and, of interdisciplinary 

work with the science of data, in the second. Future works may contribute, through 

diverse methods, to the knowledge regarding the type of digital techniques and their 

research contexts in Latin America. 
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